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ABSTRACT

In this demo we will present FOG, a system that mines
frequent outerplanar graphs. We argue that outerplanar
graphs are an interesting class as they can be mined effi-
ciently and are practically relevant for chemical applications.
Our system provides several features that allow a user to
ask detailed mining questions and visualize the fragments
found.
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1. INTRODUCTION

In recent years there has been an increased interest in fre-
quent pattern discovery in large databases of graph struc-
tured objects. While the frequent connected subgraph min-
ing problem for tree datasets can be solved in incremental
polynomial time, it becomes intractable for arbitrary graph
databases. Existing approaches have therefore resorted to
various heuristic strategies and restrictions of the search
space, but have not identified a practically relevant tractable
graph class beyond trees.

In recent work [2] we defined the class of so called tenuous
outerplanar graphs, a strict generalization of trees, devel-
oped a frequent subgraph mining algorithm for tenuous out-
erplanar graphs that works in incremental polynomial time,
and evaluated the algorithm empirically on the NCI molec-
ular graph dataset (containing over 250,000 molecules).

Since the submission of [2] we have further extended our
implementation, the FOG system. In particular, we added
a number of features which help the user to constrain the
search, and allow for visualization of data and patterns (at
least, when using a database of molecules).

The FOG system aims at both being a framework for de-
veloping further extensions and other graph mining algo-
rithms, and being a practically useful tool for performing
data mining in a number of domains. We will highlight
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both aspects in our demonstration.

The remainder of this proposal is structured as follows.
First, we motivate our application in Section 2. Next, we
outline the features of our system in Section 3. In Section 4
we then sketch the planned demonstration. Section 5 con-
cludes.

2. MOLECULAR DATABASES

In earlier work (see e.g. [2, 3]) we have argued that the
class of outerplanar graphs is a relevant one for applications.
In fact, in one of the popular graph mining data sets (the
NCI data set), 94.3% of all elements are tenuous outerplanar
graphs.

On the other hand, we have also shown that all outerpla-
nar subgraphs which are frequent w.r.t. a database can be
enumerated in incremental polynomial time. The FOG fre-
quent outerplanar graph miner is therefore able to gain sub-
stantial efficiency by exploiting the outerplanar structure of
molecules when applied to chemical databases, while at the
same times still producing most frequent subgraphs (e.g. all
frequent subgraphs that are not outerplanar are guaranteed
to have a frequency lower than 6% on the NCI database).

As our experimental results on this domain are promis-
ing, molecules are easy to visualize, and the chemical do-
main is an important application area for the data mining
community, we will present our demonstration using the NCI
database, start from a number of concrete data mining ques-
tions and visualize the results.

3. SYSTEM FEATURES

FOG’s main features are the following:

e [nvestigating properties of the database. The FOG sys-
tem is able to make statistics on the complexity of
the graphs included in the database. This is useful
for graph mining research, as it allows to take several
measures of graph complexity (such as outerplanarity,
treewidth, ...) into account when evaluating a new
approach.

e Mining frequent subgraphs. The user can ask the FOG
system queries asking for the set of all frequent satis-
fying certain constraints. Such constraints can include
monotonic and anti-monotonic constraints such as be-
ing subgraphs of another graph, having a specific graph
as a subgraph, have a maximal number of biconnected
components, etc. or can start from earlier selections
of subsets of the database.



Association Rules. Based on sets of frequent subgraphs,
FOG can generated association rules predicting fre-
quent extensions of subgraphs. Several notions of as-
sociation rules for relational data have been proposed
[1] and here too there is room for experimentation and
extensions.

Visualizing examples and patterns. If a visualization
component is available (currently there is only one
for molecules based on a publicly available molecule
viewer in Java), the user can visualize patterns, asso-
ciation rules and examples.

Refining results. FOG allows for reusing results from
earlier mining tasks, such that time can be saved by
formulating new questions as a refinement of earlier
ones.

Efficiency. FOG is an efficient system, both in theory
and in practice, and both for time and space. If neces-
sary, the system can run with the database entirely on
disk and depending on the setting, only a small num-
ber of passes over the database are needed to mine
relatively large frequent subgraphs.

4. DEMO OUTLINE

The demonstration will essentially consist of four parts:

e First, we will briefly present the NCI database we will
use.

e Next, we present an overview of the graph analysis
module, at the same time demonstrating the FOG
features for analyzing the complexity of graphs in a
database and arguing that molecular graphs are usu-
ally in relatively easy graph classes.

We will then focus on the demonstration of the data
mining features. For this, we will start from a number
of specific data mining questions and try to provide
insight in some major parts of the database (such as
the HIV part with about 43000 molecules) from the
resulting frequent patterns and association rules. As
the NCI database fits in memory and the algorithm
is sufficiently fast for simple questions, most questions
will be answered online. For some larger mining tasks
involving the full dataset and patterns up to size 30
(the size of a pattern equals the number of cycles in a
graph and the number of vertices not in a cycle), we
will present pre-computed results.

e Finally, we will give some more details on the design of
the algorithm, downloading the system and ideas for
future work.

5. CONCLUSIONS

We propose to demonstrate the FOG system. An earlier
version (with only the frequent pattern mining functional-
ity) of the C++ source code of the FOG system can be
downloaded from http://www.cs.kuleuven.ac.be/~janr/
fog/readme.html and the version used for the demo will be
available for download at the time of the conference. The
system runs under Linux (or cygwin for Windows) and re-
quires less than 10Mb of memory (excluding the database).

We argued that this system illustrates contributions at
the conference and is interesting for applications. We be-
lieve that a demo will also trigger a number of interesting
discussions on implementation techniques and future direc-
tions for graph mining.
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